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Abstract  
 

This contribution contains description of optimization problem solving using evolution 
computational techniques. It contains design of solution using genetic algorithms. 
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Introduction 
 

The creation of production schedules is important task in production on operative level. The 
scheduling problem is generally set by ending group of products that has to be produced and 
by limited number of production machines that are available. There is given job description 
that designates the kind and order of operations, their times and also assigns certain type of 
machine to every operation.  

 
In case there is various order of machines for every product, we call it job shop 

scheduling. If there is the same order for every products, we call it flow shop scheduling. The 
task of production scheduling is to find the best schedule it means optimal order of operations 
executed by the machines. As the criteria of schedule it is possible to use the overall time of 
the flow time, time of machine downtime, losses due to the incompletion of tasks in required 
dates, the state of work-out etc. 

 
Practically we can meet with various modifications of scheduling problem (including set 

up times, traffic and technological times, respect for production shops, mounting operations 
scheduling, production machines choice, limited buffer stocks capacity, uncertainty of input 
data etc. 
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The choice of production machines 
 

The scheduling problem of job shop production in real conditions concerns also the 
machine choice problem [1], when there must not be firmly set specific machine for one of 
the operations but the list of machines, from which we choose one that will do the operation. 
The operation duration time as well as the operation execution price can be different on 
various machines. Besides the list of node evaluation that belong to operations and the list of 
evaluation of conjunctive edges corresponding to the technological order of operations, the 
problem formulation contains the list of alternative machines with duration times. 

 
On Tab.1 there is an example of problem formulation with operation axes. For example 

operation op4 can be executed on machine S1 or S2. In both cases duration time is equal to 3. 
For operation op8 we can use machine S2 with duration time equal to 4 or machine S3 with 
duration time equal to 6. 

 
       EXAMPLE OF PROBLEM FORMULATION WITH OPTIONAL MACHINES 

                                                                                                                        Table 1 
 

 operations 
task n. machine time n. machine time n. machine time 
U1 op1 S1 6 op2 S2 6 op3 S3 3 

          
U2 op4 S1 3 op5 S3 7    

  S2 3       
U3 op6 S2 7 op7 S1 4 op8 S2 4 

        S3 6 
 

 
The setting of production operations on machines and the choice of machines from the list 

of production equipment is the task of heuristic method. 
 
The schedule π is represented by two strings of parameters π = {X, Y}. The first string has 

the count of elements equal to the count of operations, for which the machine is determined 
from the group of machines. Every element in string X is expressed by index of machine 
utilized. In upper example this string can be for example X = (1, 3), which means, that 
operation o4 has to be executed on machine S1 and operation op8 on machine S3. The second 
string is describing the order of operation execution on individual machines. If we choose 
representation based on operations, the example is the list Y = (2, 3, 1, 2, 1, 3, 1, 3). By the 
same mean we can decode schedule {(4,1,7),(6,2),(5,3,8)} from the list and assign an 
evaluation to it according to the fitness function. 

 
For the given example it is possible to design special genetic algorithms described in 

additional parts of this contribution. Think over an individual that is represented by two parts 
of solution X and Y. It is possible to assign the value of fitness function to every individual. 
The task is to find the individual which fitness function represents minimization of continuous 
time. In every part of solution X, Y it is possible to define operator of crossover and mutation. 
In string X it is possible to define mutations for example the change of one element of the 
string (it means change of the used machine to another in one operation). For example if 
machine of operation op8 changes to S2, than the chromosome is: {(1,2),(2,3,1,2,1,3,1,3)} and 
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the schedule corresponding to it:{(4,1,7),(6,2,8),(5,3)}. In both cases it is possible to execute 
the crossover operation by one-point or two-point mean [2]. 

 

Genetic algorithm for solving problem with various parameters 
 

Initial population is generated randomly. In each iteration a subgroup is randomly selected 
from the population and two best individuals become parents. Random selection decides 
whether the crossover in part X or part Y will be executed. Two children arise due to 
crossover. Every child goes to mutate with small probability. Randomization again decides 
whether mutation will be executed in part X or in part Y. At the end the newly arose children 
replace two worst individuals from randomly selected subgroup of population. Algorithm will 
be ended by execution of the given count of iterations or by expired time limit. During the 
algorithm we register the individual with the best value of fitness function. 

 
It is possible to improve the algorithm by selecting each individual to crossover 

maximally 10 times. If one individual already has reproduced itself 10 times, it is overruled in 
elimination from the population regardless to the value of its fitness value. 

 

Genetic algorithm with migration 
 

Algorithm works with two populations and in one of them one part of solution X is being 
reproduced and in other one the second part of solution Y is being reproduced. Selected 
individuals migrate between these populations. 
 
Phases of the algorithm are: 
1. random generation of two populations at the beginning, 
2. execution of N1 iterations in the first population by applying crossover operator and 

mutation in part X of solution; than M1 selected „strong“ individuals migrate to the second 
population, where they replace M1 „weak“ individuals, 

3. execution of N2 iterations in the second population by applying crossover operator and 
mutation in part Y of solution; than M2 selected „strong“ individuals migrate to the second 
population, where they replace M2 „weak“ individuals, 

4. in the end of algorithm, if the end condition is satisfied (equal as in previous algorithm), 
or it continues from the event 2 [3]. 
 

Genetic algorithm with migration with forcing part of the individual to the whole 
population 

 
This method alternates the solution of two problems: optimization of the part X                       

of solution when Y is constant and optimization of the part Y of solution when X is constant. 
This method works also with two populations but the individuals in the first population are 
represented only by part X and the individuals of the second population only by part Y. 
Phases of the given algorithm are: 
1. random generation of two populations at the beginning where value Y is equal for every 

individual in the first population, 
2. execution of N1 iterations in the first population by applying crossover operator and 

mutation in part X of solution; the value of Y remains constant for every individual of the 
first population; part X of the most successful individual from the first population will be 
forced to every individual of the second population, 
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3. execution of N2 iterations in the first population by applying crossover operator and 
mutation in part Y of solution; part Y of the most successful individual from the first 
population will be forced to every individual of the second population, 

4. in the end of algorithm, if the end condition is satisfied (equal as in previous algorithm), 
or it continues from the event 2. 

 
Conclusion 

 
This contribution deals with the problem of scheduling in the job shop production, 

especially the choice of production machines. Generally the problem of scheduling is given 
by the finite group of products that is needed to produce and by limited number of production 
machines that are available. Job description defines operations for every product in specified 
order and certain machine is assigned to every operation. Various methods of assigning 
production machines to production operations exist. There is one of stochastic heuristic 
methods described in this contribution and it is the use of genetic algorithms. 
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